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ABSTRACT 

Throughout industries, intelligent machines are transforming tasks, significantly reducing human 

labour, lowering error rates, and boosting productivity and accuracy. Deep learning and natural 

language processing are fundamental in the field of artificial intelligence, the cornerstone for creating 

these transformative machines. This study presents a novel perspective on the role of intelligent 

machines in our daily lives, underlining the urgency of comprehending natural language and producing 

machine-level natural language for these smart machines. We also provide an overview of the recurrent 

and concurrent neural network models used in deep learning. 

Furthermore, we delve into the intriguing realm of sentiment analysis in natural language processing, 

a key factor in enhancing robots' decision-making and problem-solving capabilities. 

INTRODUCTION 

Intelligence, as we understand it in the human context, encompasses the ability to interact with 

and respond to the external environment, reason, learn, solve problems, make decisions, and 

adapt to new situations. Machine intelligence, on the other hand, is a field that aims to replicate 

these human abilities in systems to achieve specific goals. These goals include independent 

planning, reasoning, problem-solving, abstract thinking, comprehension of complex ideas, and 

rapid learning from experiences under constraints such as time and limited resources [7]. It's 

important to note that while machine intelligence can mimic some aspects of human 

intelligence, it operates on a different level and is designed to excel in specific tasks. For 

example, using conventional programmed devices like robots in sensitive environments such 

as radioactive or explosive conditions can lead to disasters if failures occur due to unpredictable 

conditions. Intelligent machines, however, can learn, understand, and make decisions based on 

the situation they encounter, making them more adaptable and safer in such scenarios. 

Recent advancements have not only demonstrated the potential of intelligent machines but also 

sparked a sense of optimism. For instance, in 2015, Google developed AlphaGo, the first 

machine to outperform a human player in Go. Subsequently, in 2017, AlphaGo Zero was 

introduced, which learned the game from scratch in a matter of days without prior training and 

surpassed the abilities of the world’s best Go player in history. In another example, a UK 

company created an intelligent machine capable of cooking a complex recipe significantly 

faster than a human Master Chef winner, showcasing the efficiency and potential of machine 

learning in practical tasks. The future scope involves developing intelligent machines that can 

understand and follow instructions through human voice commands or autonomously drive 
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vehicles, akin to scenarios depicted in science fiction movies—a vision that is not only exciting 

but also achievable with the integration of Natural Language Processing (NLP) and Deep 

Learning (DL). 

 

Fig. 1. Areas under NLP and DL 

NLP, a fascinating branch of artificial intelligence, focuses on enabling computers to 

understand human speech. It bridges the gap between human languages and machine interfaces 

in written and spoken contexts. It is not just about analyzing, understanding, and generating 

natural human languages instead of computer languages. The ultimate goal of NLP is to make 

machines more human-like, a concept that is sure to intrigue and captivate. 

Everyday applications such as Facebook’s automatic photo organization and Google’s precise 

multilingual translations demonstrate the capabilities of intelligent machines powered by Deep 

Learning. Deep Learning, a subset of machine learning inspired by the structure and function 

of the brain’s neural networks, utilizes data representations rather than task-specific algorithms. 

This approach allows intelligent machines to learn and improve from experience, making them 

more efficient and effective over time. Deep Learning has found applications across domains, 

including NLP, speech recognition, computer vision, and machine translation [14][18-20]. 

Real-world applications of NLP and DL are not just theoretical concepts but impressive 

demonstrations of the power of these technologies. For instance, Microsoft’s Skype Translator 

performs near real-time speech-to-speech translations using deep neural networks for speech 

recognition and statistical machine translation. Another example is Google’s PhishNET, which 
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uses NLP and DL to detect phishing attempts by analyzing information from embedded links 

and email headers. These applications are not just impressive but also highlight the practicality 

and relevance of NLP and DL in our daily lives. 

NATURAL LANGUAGE PROCESSING 

A. Understanding Natural Language 

 

Fig. 2. Understanding of Natural Language 



International Journal of Innovations in Scientific Engineering www.ijise.in 

 

(IJISE) 2021, Vol. No. 14, Jul-Dec  e-ISSN: 2454-6402, p-ISSN: 2454-812X 

 

36 

 

INTERNATIONAL JOURNAL OF INNOVATIONS IN SCIENTIFIC ENGINEERING 

 

Fig. 3. Generation of Natural Language 

This section provides an overview of how NLP works and the activities it performs to enhance 

machine intelligence. NLP enables machines to listen to spoken natural language, understand 

its meaning, and respond, if necessary, by generating natural language for interaction. This 

interaction involves semantic analysis of input text or speech and their linguistic relationships. 

NLP operates in two primary segments: 1) Understanding natural language and 2) Generating 

natural language. Initially, NLP trains in sensory acuity to accurately perceive spoken language, 

then convert it into text through speech-to-text conversion. Once in text format, Natural 

Language Understanding (NLU) utilizes Hidden Markov Models (HMMs) to comprehend the 

text. HMMs break down input speech into phonemes (the minor speech units), compare them 

with pre-recorded data, and statistically determine the most probable words and sentences 

being spoken [1]. After converting speech to text, NLP systems analyze vocabulary, 

grammatical structure, and other linguistic elements through Part-of-Speech (POS) tagging 

techniques. Modern NLP algorithms use statistical machine learning to decipher spoken words 

and sentences accurately [2][3]. 

B. Natural Language Generation 

Natural Language Generation (NLG) involves translating a machine’s artificial language into 

text and audible speech using Text-to-Speech (TTS) conversion. In an NLP system, the first 

step is to identify the content of the information that needs to be transformed into text. 

Subsequently, NLG structures the words and sentences using vocabulary (lexicon) and 

grammar rules. Text-to-Speech conversion is employed when there is a requirement to vocalize 

the text. 
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Text-to-speech conversion utilizes a prosody model to predict duration, breaks, and pitch. This 

model integrates with a speech database to assemble recorded phonemes into a coherent string 

of sentences, thereby generating audible speech [21-22]. 

DEEP LEARNING 

Machine learning, a branch of artificial intelligence, is the key to systems that can learn and 

improve automatically from experience without explicit programming. This powerful 

technology, which we encounter in our daily lives, starts with observing and analyzing data to 

identify patterns and make better decisions in the future. Just as we can swiftly identify shapes 

in clouds or letters on paper, machines can perform these tasks. This leads us to the fascinating 

concept of deep learning, a technology that powers intelligent machines and is the focus of our 

discussion. 

Deep learning, a complex and sophisticated field, relies heavily on deep neural networks 

structured with multiple layers. These layers encode real-world data into forms that computers 

and artificial neural networks can process, akin to electrical pulses for biological neurons. 

Information passes through these layers where neurons communicate internally and externally, 

ultimately generating outputs that drive external devices or actions. This intermediary stage, 

where neuron communications occur, is known as the hidden layer [5][6]. 

The term 'deep' in deep learning signifies the network's depth. While a single hidden layer 

suffices to approximate a continuous function, additional layers significantly enhance 

efficiency by extracting global features from data, building upon local features extracted by 

preceding layers. This practical application of deep learning is evident in notable models such 

as Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs), which 

are pivotal in various deep learning applications [12][13][23]. 

1. CNN (Convolutional Neural Network): CNNs excel in tasks like image recognition and 

information extraction. Initially, an image is inputted and divided into weight matrices. For 

instance, a 5x5 pixel image is processed using a 3x3 weight matrix, which selectively extracts 

features like edges or specific colours. This filtering process culminates in a convoluted output 

that enhances relevant image details while minimizing noise [12]. 

2. RNN (Recurrent Neural Network): RNNs manage input across hidden layers, each with 

independent weights for tailored outputs. These recurrent neurons retain previous input states, 

integrating them with current inputs to derive outputs. This approach captures temporal 

dependencies, which are crucial for sequential data analysis and language modelling [13]. 

 

Fig. 4. Weight Matrix 
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Fig. 5. Recurrent Neuron 

 

Deep learning is a vast field with a variety of models, each offering unique capabilities in data 

representation and generation. Some of the prominent models include Unsupervised Pretrained 

Networks (UPNs), Deep Belief Networks (DBNs), and Generative Adversarial Networks 

(GANs). These models are not only fascinating in their own right but also play a pivotal role 

in various deep-learning applications [12][13][23]. 

DL AND NLP IN INTELLIGENT MACHINES 

A. Sentiment Analysis in Intelligent Machines Using NLP 

Sentiment analysis, a critical facet of machine intelligence, involves classifying input text 

based on emotional tones. This process begins by feeding input signals (audio or text) to NLP 

algorithms, which analyze and categorize the emotional context. By leveraging techniques like 

Natural Language Understanding (NLU) and semantic analysis, NLP systems establish 

emotional ontologies that elucidate the semantics and relationships within input data. For 

instance, a phrase such as "happy" or "sad" might be assessed based on context to determine 

sentiments as positive, negative, or neutral [8]. 
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READ(”text/audio/document in natural language”) 

SPLIT(input document); 

SET PARAMETER(); 

if (words of dataset==parameter) then 

line-up of matching words from data set(); 

make sets of ’n’ words together //n=2,3..; 

weighing(sets); 

end 

if (MAX(weight)==true) then 

i=0 //loop variable; 

i=n; 

while i<1 do 

n=n-i; 

i– //at i=1 come out of loop; 

end 

end 

COMPARE(); 

Algorithm: Tools like the Natural Language Processing Toolkit (NLTK) facilitate efficient 

sentiment analysis. NLTK extracts audio and text features using methodologies such as Synsets 

on WordNet to capture emotional words. This semantic parsing aids in classifying sentiments 

accurately, enhancing the machine's comprehension of human emotions [9]. 

B. Problem Solving and Decision Making in Intelligent Machines 

Intelligent machines use algorithms to navigate complex scenarios, facilitating problem-

solving and decision-making processes. These processes involve comparing various 

approaches and selecting the most effective strategy. 

1. Plan Step Generation: Initially, problem domains are analyzed using hierarchical 

classification, grouping tasks into taxonomic hierarchies. Each problem is scrutinized to 

generate refined plan steps, ensuring comprehensive coverage of potential solutions [10][15]. 

2. Plan-Step Assessment: Each plan step undergoes meticulous evaluation within the problem 

domain. Assessments gauge feasibility and utility, categorizing steps as viable or requiring 

further refinement [10][15]. 
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3. Plan-Step Assembly: Assembler algorithms collate and synthesize plan steps, focusing on 

utility and necessity. The selected steps must align with predefined goals and exhibit superior 

utility ratings, ensuring optimal decision-making and problem-solving outcomes [10][15]. 

Efficient plan steps are crucial, offering refined solutions tailored to specific tasks while 

addressing multiple needs comprehensively. 

 

Fig. 6. Comparing and selection model 

CONCLUSION 

The pursuit of achieving artificial intelligence often leads to what is known as the AI effect, a 

significant milestone in the field. This effect is observed when tasks once deemed intelligent 

eventually become commonplace for machines. In our context, we have delved into Natural 

Language Processing (NLP) and its ability to extract emotions and information from input data. 

Our exploration included the development of algorithms capable of predicting outputs based 

on comprehended natural language. 
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Furthermore, our focus extended to Deep Learning (DL) and its neural network-based models, 

enhancing machine intelligence through sophisticated data processing capabilities. Here, 

intelligence is defined by the machine's prowess in problem-solving and decision-making. To 

this end, we introduced a comparative and selection model that empowers machines to make 

precise decisions. 

By combining NLP's nuanced understanding of language with DL's neural network models, we 

can unlock the potential for machines to transcend to a higher level of capability, often referred 

to as superintelligence. Imagine a machine capable of surpassing human intellect, learning 

autonomously from vast online repositories and diverse sources. Such advancements hold 

profound implications across various domains, including the military, medical, and industrial 

sectors. 

Looking ahead, our future endeavours will increasingly focus on advancing machine 

superintelligence. Our goal is to harness these capabilities for the betterment of humanity, 

ensuring that these intelligent machines contribute positively to our rapidly evolving world. 

Specifically, we plan to explore the potential of reinforcement learning and unsupervised 

learning in further enhancing machine intelligence. 

REFERENCES 

[1] Teja K, Shravani M B, C Yashwanth Simha, Manjunath R Kounte,” Secure Voting Through 

Blockchain Technology” 3rd International Conference on Trends in Electronics and 

Informatics (ICOEI 2019), Tirunelveli, Tamil Nadu, India, 23-25 April 2019. 

[2] Harshini V M, Shreevani Danai, Usha H R, Manjunath R Kounte, ”Health Record 

Management through Blockchain Technology” 3rd International Conference on Trends in 

Electronics and Informatics (ICOEI 2019), Tirunelveli, Tamil Nadu, India, 23-25 April 2019. 

[3] Ibrahim A. Hameed Dept. of Automation Engineering (AIR), Faculty of Engineering and 

Natural Sciences, Norwegian University of Science and Technology (NTNU), Larsgardsvegen 

2, 6009, Alesund, Norway ibib@ntnu.no, professional chat application based on nlp . 

[4] Minaee, Shervin, and Zhu Liu. ”Automatic question-answering using a deep similarity 

neural network.” arXiv preprint arXiv:1708.01713 (2017). 

[5] Peng, Tianrui, Ian Harris, and Yuki Sawa. ”Detecting Phishing Attacks Using Natural 

Language Processing and Machine Learning.” Semantic Computing (ICSC), 2018 IEEE 12th 

International Conference on. IEEE, 2018. 

[6] Rajesh, Adarsh, and Megha Mantur. ”Eyeball gesture controlled automatic wheelchair using 

deep learning.” Humanitarian Technology Conference (R10-HTC), 2017 IEEE Region 10. 

IEEE, 2017. 

[7] Li, Daming, et al. ”Intelligent Transportation System in Macao based on Deep Self-Coding 

Learning.” IEEE Transactions on Industrial Informatics (2018). 



International Journal of Innovations in Scientific Engineering www.ijise.in 

 

(IJISE) 2021, Vol. No. 14, Jul-Dec  e-ISSN: 2454-6402, p-ISSN: 2454-812X 

 

42 

 

INTERNATIONAL JOURNAL OF INNOVATIONS IN SCIENTIFIC ENGINEERING 

[8] Chaki, Prosanta Kumar, et al. ”An Aspect of Sentiment Analysis: Sentimental Noun with 

Dual Sentimental Words Analysis.” 2017 International Conference on Current Trends in 

Computer, Electrical, Electronics and Communication (CTCEEC). IEEE, 2017. 

[9] da Silva Maldonado, Everton, Emad Shihab, and Nikolaos Tsantalis. ”Using natural 

language processing to automatically detect self-admitted technical debt.” IEEE Transactions 

on Software Engineering 43.11 (2017): 1044-1062. 

[10] Virtucio, Michael Benedict L., et al. ”Predicting Decisions of the Philip- pine Supreme 

Court Using Natural Language Processing and Machine Learning.” 2018 IEEE 42nd Annual 

Computer Software and Applications Conference (COMPSAC). Vol. 2. IEEE, 2018. 

[11] Minaee, Shervin, and Zhu Liu. ”Automatic question-answering using a deep similarity 

neural network.” arXiv preprint arXiv:1708.01713 (2017). 

[12] Chintarlapallireddy Yaswanth Simha, Harshini V M, L V S Raghuvamsi, Manjunath R 

Kounte, ”Enabling Technologies for Internet of Things and It’s Security issues”, Second 

International Conference on Intelligent Computing and Control Systems (ICICCS 2018), 

Madurai, India, 14-15 June 2018, pp 1849-1852. 

[13] Molugu Surya Virat, Bindu S.M, Aishwarya B, Dhanush B, Manjunath R Kounte” 

Security and Privacy Challenges in Internet of Things” International Conference on Trends in 

Electronics and Informatics (ICOEI 2018), Tirunelveli, Tamil Nadu, India, 11-12, May 2018, 

pp 454-460. 

[14] Pranaya, Y. C., Manne Naga Himarish, Mohammed Nisar Baig, and Mo- hammed Riyaz 

Ahmed. ”Cognitive architecture based smart grids for smart cities.” In Power Generation 

Systems and Renewable Energy Technologies (PGSRET), 2017 3rd International Conference 

on, pp. 44-49. 

[15] Park, Dong Huk, et al. ”Attentive explanations: Justifying decisions and pointing to the 

evidence.” arXiv preprint arXiv:1612.04757 (2016).  

[16] Sager, Naomi, Jacob S. Siegel, and Elizabeth A. Larmon. Natural Language Information 

Processing: a computer grammar of English and its applications. Reading, MA: Addison-

Wesley, 1981. 

[17] Han, Junwei, et al. ”Advanced deep-learning techniques for salient and category-specific 

object detection: a survey.” IEEE Signal Processing Magazine 35.1 (2018): 84-100. 

[18] Jain, Lakhmi C., Anas Quteishat, and Chee Peng Lim. ”Intelligent machines: an 

introduction.” Innovations in Intelligent Machines-1. Springer, Berlin, Heidelberg, 2007. 1-9. 

[19] Saranya, K., and S. Jayanthy. ”Onto-based sentiment classification using machine learning 

techniques.” Innovations in Information, Embedded and Communication Systems (ICIIECS), 

2017 International Conference on. IEEE, 2017. 



International Journal of Innovations in Scientific Engineering www.ijise.in 

 

(IJISE) 2021, Vol. No. 14, Jul-Dec  e-ISSN: 2454-6402, p-ISSN: 2454-812X 

 

43 

 

INTERNATIONAL JOURNAL OF INNOVATIONS IN SCIENTIFIC ENGINEERING 

[20] Soumyalatha Naveen, Manjunath R Kounte, “Key Technologies and Challenges in IoT 

Edge Computing”, 3rd International Conference on IoT in Social, Mobile, Analytics and Cloud 

(ISMAC 2019), Palladam, India, 12-14 Dec 2019, pp 178-183. 

[21] Shridevi Jeevan Kamble, Manjunath R Kounte, “On Road Intelligent Vehicle Path 

Prediction and Clustering Using Machine Learning Approach”, 3rd International Conference 

on IoT in Social, Mobile, Analytics and Cloud (ISMAC 2019), Palladam, India, 12-14 Dec 

2019, pp 487-491. 

[22] Helen K Joy, Manjunath R Kounte, “ An Overview of Traditional and Recent Trends in 

Video Processing”, 2nd International Conference on Smart Systems and Inventive Technology, 

Thirunelveli, India 27-29 Nov 2019. 

[23] Bashar, A, “Survey On Evolving Deep Learning Neural Network Architectures”, Journal 

of Artificial Intelligence, 1(02), 73-82, 2019  


